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User: IREMIIAARER T RIEBFIRE, ME2FREHE
e aEmA.
The happiest person is not the one who gets the best thing,
instead who cherishes what she/he already has.
Machine: 2/, FrLARBERZEH CHIEE

Agree, | will cherish my happiness too.

User: BF[E]MR], fRIXFERBETT. - o
Time is a killer...

Machine: Z 247 5% H)
| am the one who was killed.

User: 10, X35A MHEHCH/DNEH.
Afraid to be lonely, but wont’ give up my little freedom.
Machine: FH LR, HEAEH ARG ZE A~
| want to wander, but no one accompany me. Dﬁu
! I




Bad Examples are More!

User: Hs2, & IB4 ZAIR.
Ohh, he does not love you that much.

Machine: EEK—RKFIET .
A happy day starts.

User: [A[Jt32 17! IRA IR Y% !
Back to Beijing now. So cold so happy!
Machine: {4 B &R AL 50T 2

When will you come to Beijing?

User: &k H i
| come from Shanghai.

Machine: EI7, IoRBW#ErM, Z2H

So cool, | am from Hainan, the same province! £
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® Three fundamental problems in current neural

language generation models

¢ Semantics (real understanding)
¢ Consistency (long text generation, planning)
¢ Logic (reasonable, commonsense)
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Bad Examples are More!

BB Semantic understanding 0
User: /RZX %2 K ? How large is your house? L7
INK: XA PR ERER T ? 2\
So soon to reveal my age? 7K J/

User: 7R/ & T L E L N7 AR 2
Are you vegan or meatatarian?
NK: B A TR

How can | lose weight?

FTERRYIERE Contextissue
~ User: R AR
/oK : BRER B —iEhz
User: 17, PRIEFZIINAZANES
/NK: 2N ?
User: IG5, ARG R
_ /INOK: WEWE

Xiaoice by MSRA

¥

MESH—B B

Inconsistency in personality

— User: /R)JL% 1 ?
oK B, . o RIERALEG!
User: A5 JLJLEFEH A 2
/NK: 5, 7SRRI —H A
User: 12 ILE G, BAXTSFERAE?
/INOK: BEESLE S, YR ged A0\

_FFT.
aLAO
Tl




® One-to-many: one input, many many possible responses

® Knowledge & Reasoning: real understanding requires

various knowledge, world facts, commonsense, etc.

® Situational Context

¢ Who are you talking with?
« Stranger, or friend?
¢ His mood and emotion?

¢ Shared backgrounds that are only accessible by two
acquaintances

£
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Content, Personality, Emotion
Context, Personalization, &
Scene Language Style Sentiment

Strategy,
Behavior

Open-domain + Open-topic
£
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® Behaving more interactively:

¢ Perceiving and Expressing Emotions (AAAT 2018)

¢ Proactive Behavior by Asking Good Questions (ACL 2018)
¢ Controlling Sentence Function (ACL 2018)
¢ Topic Change (SIGIR 2018)

® Behaving more consistently:

¢ Explicit Personality Assignment (IJCAI-ECAI 2018)
® Behaving more intelligently with semantics:

¢ Better Understanding and Generation Using Commonsense
Knowledge (IJCAI-ECAI 2018 distinguished paper)

¢ Discourse parsing in multi-party dialogues (AAAI 2019)

£
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® Behaving more interactively:

¢ Perceiving and Expressing Emotions (AAAT 2018)

¢ Proactive Behavior by Asking Good Questions (ACL 2018)
¢ Controlling Sentence Function (ACL 2018)

¢ Topic Change (SIGIR 2018)

@ Behaving more consistently:
¢ Explicit Personality Assignment (IJCAI-ECAI 2018)

(1) Emotional Chatting Machine: Emotional Conversation Generation with Internal and
External Memory. AAAI 2018.

(2) Assigning personality/identity to a chatting machine for coherent conversation
generation. IJCAI-ECAI 2018.

(3) Commonsense Knowledge Aware Conversation Generation with Graph Attention.
IJCAI-ECAI 2018.

(4) Learning to Ask Questions in Open-domain Conversational Systems with Typed
Decoders. ACL 2018.

(5) Generating Informative Responses with Controlled Sentence Function. ACL 2018.

(6) Chat more: deepening and widening the chatting topic via a deep model. SIGIR 2018.

(@ A Deep Sequential Model for Discourse Parsing on Multi-Party Dialogues. AAAI 2019.




Interactiveness:
Emotion Perception and Expression

£
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Emotional Chatting Machine

EZE

Tsinghua University

Perceiving and Expressing emotion by machine SRMGIRARLE
Happy: 141, SISWRIESET
Closer to human-level intelligence Like: ZR—MEEREHTASA
Sad: RIBAIY, BRBERTFE?
Social Interaction Data Angry: X2ETFH4? WS ?

Emotion t

data

Emotion Emotional Chatting
- Classifier —) Machine

3

Post Response 00
7 -~

ECM

Decoder

)

1]

| Emotion | |

Internal
Memary

t
¥
Externsl
==

Post Response Happy Angry Sad =He=

Training

Inference

Our work was reported by MIT Technology Review, the Guardian, Cankao News, Xinhua News Agency etc.

Prof Bjorn Schuller: “an important step” towards personal assistants that could read the emotional

undercurrent of a conversation and respond with something akin to empathy.

Emotional Chatting Machine: Emotional Conversation Generation with Internal and
13 External Memory. AAAI 2018.
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Emotional Chatting Machine

Emotion category embedding: High level abstraction of emotions

Emotion internal state: Capturing the change of emotion state during

Emotion external memory: Treating emotion/generic words differentially

®
®
decoding
®
Corpus

I Post, }—»I Response, ‘

Emotion
Classifier

14

Training Data

‘ Post, |—>| Response,

‘ Post, I—»l Response, |Happy |

Like |

ECM

Post

A

Encoder

Decoder

traffic.

Worst day ever. I arrived late because of the

Emotional Responses

‘ Post, I—»‘ Response, |Sad | -
+ * * Like I am always here to support you.
- | Happy |Keep smiling! Things will get better.
‘ Post, |—>| Response, Disgust| Emotion Internal External Sad It's depressing.
Embedding | | Memory Memory Disgust | Sometimes life just sucks.
""" Angry | The traffic is too bad!
| 1 1
_____________ | [ — — -1

Training




Emotional Chatting Machine

@ Internal emotion memory : “emotional responses are

relatively short lived and involve changes” (Gross, 1998;

Hochschild, 1979)

GO yi (A) (lovely) yr (person)

Decoder’s state

[ Encoder ] ‘
Input emotion: ’

Sad

Value decay

Value decay

Emotion state

Sad Sad
AN
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Emotional Chatting Machine

@ Internal emotion memory : “emotional responses are

relatively short lived and involve changes” (Gross, 1998;

Hochschild, 1979)

Ye1
st = GRU(s;—1, [ct; e(yi—1); Mv{t])

»

sigmoid(Wg's¢)

t = gt®M

= sigmoid(Wge(y:—1); 8t-1; ¢))

I _ w I
Me,t+1 = 9 ®Me,t

Sad Sad oLANo
6 Tl

Emotion state




Emotional Chatting Machine

@ External emotion memory: generic words

(person) and emotion words (lovely)

Ye1=lovely yi=person

Emotional Generic

Emotional ] Generic

Type Type
Selector Selector

lﬁ Decoder’s state

" imil




Emotional Chatting Machine

® Emotion Classification Dataset: the Emotion Classification

Dataset of NLPCC 2013&2014

¢ 23,105 sentences collected from Weibo

® The STC dataset: a conversation dataset from (Shang et al.,

2015)

¢ 219,905 posts and 4,308,211 responses
¢ Each post has about 20 responses

g imil




Emotional Chatting Machine

¢ Automatic Evaluation

Method Perplexity | Accuracy
Seq2Seq 68.0 0.179
Emb 62.5 0.724
ECM 65.9 0.773
w/o Emb 66.1 0.753
w/o IMem | 66.7 0.749
w/o EMem | 61.8 0.731

Table 4: Objective evaluation with perplexity and accuracy.

19
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Emotional Chatting Machine

Method (%) | 2-1 I-1 | 0-1 | 2-0 1-0 | 0-0 o
Seq2Seq 90 | 5.1 | 1.1] 376|280 19.2 Score distribution
Emb 228 | 93 (43 |27.1 |19.1 | 174
ECM 272 | 108 | 44 | 242 | 155 | 17.9
Table 5: The percentage of response:
with the scorepof Contgnt—Emogon. F Pref. (%) | Seq2Seq Emb ECM
content score is 2 and emotion score | Seq2Seq - 38.8 38.6
Emb 60.2 - 43.1
ECM 614 56.9 -
Preference test

Table 7: Pairwise preference of the three systems.

Method Overall Like Sad Disgust Angry Happy
Cont. | Emot. | Cont. | Emot. | Cont. | Emot. | Cont. | Emot. | Cont. | Emot. | Cont. | Emot.
Seq2Seq | 1.255 | 0.152 | 1.308 | 0.337 | 1.270 | 0.077 | 1.285 | 0.038 | 1.223 | 0.052 | 1.223 | 0.257
Emb 1.256 | 0.363 | 1.348 | 0.663 | 1.337 | 0.228 | 1.272 | 0.157 | 1.035 | 0.162 | 1.418 | 0.607
ECM 1.299 | 0.424 | 1.460 | 0.697 | 1.352 | 0.313 | 1.233 | 0.193 | 0.98 0.217 | 1.428 | 0.700

Table 6: Manual evaluation of the generated responses in terms of Content (Cont.) and Emotion (Emot.).



Emotional Chatting Machine

TEEE]

Tsinghua University

Post Model Response(Original) Response(Translated)
Seq2Seq A, MR TS —METUTH. | A promise is what a cheater says to a fool.
A BN T (Like ) 7?‘%1%—/!\4?—‘&"]@% Promise is a single-minded fool
— MBI Happy | 2 — I 0rE T I'm just a happy fool
?a ;)Src;;n;sgoislfvhat acheater | ECM | Sad Wik & — NIRRT I am a sad fool
Disgust | — M T sE—METUT A cheater says to a fool
(Angry ) A EREAE, RERE ! Whatever you believe or not, I trust in it!
Seq2Seq FNiE E AR RARTE AT K After knowing the truth, I burst into tears.
(Like | AXTET, KTZET! Too lovely, it’s too lovely.
I?n%fn??l?e%ri%ﬁi%a&i d Happy | KAERBBEHA LK T I can’t help laugh myself to tears.
myself to tears ECM | Sad HITE B AR IR R B T K. After knowing the truth, I burst into tears.
Disgust | X2 X K& 2B ? Is this true?
\Angry ) fF4a=EB? BB, What do you mean? I don’t understand.

*Hao Zhou, Minlie Huang, Xiaoyan Zhu, Bing Liu. Emotional Chatting Machine:
Emotional Conversation Generation with Internal and External Memory. AAAI 2018.

21
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More Examples

(£ Post: 2 FRIRSASEM! RERGRG
emotion SRS RE

Other B REENIFR A

B Like A RIRSAH !

7545 Sad 5%, 1LBEARHF.

JR% Disgust i F 5 BLIR 2 SR ikt
B Angry EA T2 HAEm?
PR Happy 4R [ < B I !

B Post: g 7 SR IMAEN U A EF S 18R,
emotion S EINXEIEHLETT !

Other X2 il IR N ?

X Like  XEZIKEA T !

75fF Sad XA IMAKH A EC R

JR:% Disgust iX ZJfith KIR T g
57 Angry  IX 2 255 K !
PR Happy MRS, XZIMAEA T

Emotional Chatting Machine: Emotional Conversation Generation with Internal and

2 External Memory. AAAI 2018.

EE ] Post: X— PN XHRIER, HBREWMVEE
emotion @ !

Other X e H AR ARG ?

=X Like TR S R BRI !

#K45 Sad A LR E/RELD

XENERRRLE?
ABA BT E ) 2

RIE Disgust
1517& Angry

PR Happy  MAME, Uf )52 iR RE

3 post: &g, ME— MW FIRALE—MEFI
emotion B .

Other AVE LA — N

XK Like At — N E—RT

3545 Sad KM E— 1 EGRBRT

K Disgust
15i7% Angry
PR Happy

AT AT
REIREARE, RERRET !
BRE— M FOHET
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Emotion Interaction Patterns

Other 0.35

Like F 03

< 0.25
Sadness |

40.2

Post Emotion Category

401

- 0.05

1 1 1 1
Other Like Sadness Disgust Anger Happiness
Response Emotion Category

Emotional Chatting Machine: Emotional Conversation Generation with Internal and

23 External Memory. AAAI 2018.

Like>Like (empathy)

Sadness > Sadness (empathy)
Sadness = Like (comfort)
Disgust = Disgust (empathy)
Disgust = Like (comfort)
Anger - Disgust
Happiness—> Like

imil
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Interactiveness:

Behaving More Proactively
by
Asking Good Questions
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Asking Questions in Conversational Systems

[ IIERE FEEET J

I went to dinner yesterday night.

Learning to ask questions in open-domain conversation systems. ACL 2018.

: imil
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Asking Questions in Conversational Systems

~<

® Asking good questions requires scene understanding

Scene: Dining at a restaurant

[ IIERM FEEET J

I went to dinner yesterday night.

Friends? Persons?

WHO WHERE HOW-ABOUT HOW-MANY WHO

Learning to ask questions in open-domain conversation systems. ACL 2018.

x imil
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Asking Questions in Conversational Systems

Responding + asking (Li et al., 2016)
Key proactive behaviors (Yu et al., 2016)

Asking good questions are indication of machine understanding

© ® ® ®

Key differences to traditional question generation (eg., reading

comprehension):

¢ Different goals: Information seeking vs. Enhancing interactiveness
and persistence of human-machine interactions

¢ Various patterns: YES-NO, WH-, HOW-ABOUT, etc.
¢ Topic transition: from topics in post to topics in response

£
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® A good question is a natural composition of

¢ Interrogatives for using various questioning patterns
¢ Topic words for addressing interesting yet novel topics

¢ Ordinary words for playing grammar or syntactic
roles

Gxample 1: \

User: | am too fat ...
Machine: How about climbing this weekend?

Example 2:
User: Last night, | stayed in KTV with friends.

\Machine: Are you happy with your singing? / £

e imil




Asking Questions in Conversational Systems

® Typed decoders: soft typed decoder

Encoder:
post: The cake tastes good <EOS>

Decoder:
cheese

it

response: Is

29

...............................................................

Soft Typed Decoder(STD)

cake :
A final generation distribution -

* type distribution mixture

105 : ® vocab. |8 vocab. |[8f vocab.:
Ll 03 " . :
;o I I 0.2 : : :
E n u ™
. itypel typell typell: "] . s




Asking Questions in Conversational Systems

® Typed decoders: hard typed decoder

---------------------------------------------------------------

Hard Typed Decoder(HTD)
Gumbel-softmax For each post:

AR 5 .« Aset of interrogatives

étvpe I 0.9 vocab. final probability : o A list of topic words

type I 8 0.07 —— % H u] .« Others for ordinary words
‘typell § 0.03 . . }tYDEI . X

! normalize '. o .

(RS 1 e B . }tYDeu > + > cake| : TOp'C words:

: o . ° « . _

typel 05 . 0 : Training -- nouns, verbs
typeI N 03 "la }‘V"em : .+ Test—predicted by PMI

: imil




Asking Questions in Conversational System

® Type prediction at each decoding position

Post: FEX/NEIP( like little animals)

Interrogative 0.09 0.02

Response: {R(you) EX(like) &F(rabbit) article _EOS
0.01 0.01
Topic word 0.26 0.35 0.14 0.02
Ordinary word 0.28 0.01 0.00
6

Decoding steps 1 2 3 4 5

31




Interactiveness:

Achieving Different Speaking Purposes
by

Controlling Sentence Function

£
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Controlling Sentence Function

® Sentence function indicates different conversational

purposes.
e Acquire further information from users
8 (e.g. WHY, WHAT, ...)
User:I' m really hungry now. Imperative Make requests, instructions or invitations

(e.g. LET’S, PLEASE, ...)

Make statements to state or explain
(e.g. AND, BUT, ...)

Declarative

N
Generating Informative Responses with Controlled Sentence Function. ACL 2018. Dﬁﬂ

3 1




Controlling Sentence Function

® Response with controlled sentence function requires a global

plan of function-related, topic and ordinary words.

What did you have at breakfast?
(Acquire further information from users)

Interrogative

Let’s have dinner together !

User:I' m really hungry now. Imperative
y ary P (Make requests, instructions or invitations)

Me, too. But you ate too much at lunch.
(Make statements to state or explain)

Declarative

® Function-related words ® Topic words ® Ordinary words

2 imil




Controlling Sentence Function

@ Key differences to other controllable text generation tasks:
¢ Global Control: adjust the global structure of the entire text,
including changing word order and word patterns

¢ Compatibility: controllable sentence function + informative
content

® Solutions:

¢ Continuous Latent Variable: project different sentence functions
into different regions in a latent space + capture word patterns within
a sentence function

¢ Type Controller: arrange different types of words at proper
decoding positions by estimating a distribution over three word types

s imil
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Consistency:
Behaving More Consistently
with
Personality
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Personality of Conversational Systes

37

General seq2seq model

User: Are you a boy or a girl?
Chatbot: I am a boy.

User: Are you a girl?
Chatbot: Yes, I am a girl.

User: /R L% T 2

KB, . o RIERALEG!

User: FSRE JL LA HAERT?

/NUK: &, 754FEFHPI—H HAE.

User: 12 ILE G, BAXT5FEHRAE?
INK: BEFE TS, EERIIA gesk Z/\
FET.

Tsinghua University

® Personality is important for game, custom service, etc.




® Passing the Turning Test?
¢ Deep semantic understanding
¢ Existing chatting machine lacks identity or personality

@ Personality is a well-defined concept in psychology(Norman, 1963;
Gosling et al., 2003)

@ Extremely subtle, implicit in language expression:
¢ Age, gender, language, speaking style, level of knowledge, areas of
expertise
® Existing works

¢ Implicit personalization: learn implicit conversation style (Li et al.,
2016; Al-Rfou et al., 2016)

¢ Require dialogue data from different users with user attributes tagged

I8 anlolL_




Personality of Conversational Systes

@ Deliver coherent conversations w.r.t. identity/personality

39

Generic Dialogue Data for Training

UserA: how old are you?
UserB: | am

UserA: do you like to play piano?
UserB: | play

) 9
Personality-coherent L' oo,

Chatbot

Pre-specified Chatbot Profile

Profile key | Profile value
Name EAF(Wang Zai)
Age =%(Q3)

Gender H ¥ (Boy)
Hobbies Z1{& (Cartoon)
Speciality | #1%E(Piano)

/ Generated Dialogues

User: how old are you?
Machine: | am

User: do you like to play piano?
Machine: Yes, | play




EZE

Tsinghua University

Personality of Conversational Systems

Profile

detector

Position
detector

Decoder

(What'’s your speciality? )

(Have a guess!)

RBEHLEK? {RIB0F?
. Forward
Post (p) Encoder Response (r)
- Forward
Pr(z=1|p) ': Bldnlg‘e:gtég?al — (Response (r)
o, F
" ‘. ............ ® o0 .’
| rofile % 4% MK ) |
Key(k) Value(v) T 4-1)\3R 58 1 2 3 4 5
(Name: Wang Zai) wE  EF attention:p; - (Violin) I'm good at violin so much!
(Age: 3) EW =% <"

: Profile Predicted o predicted position
(Gender: Boy) A B <« --- backward decoding
(Hobby: Cartoon) 257 g 4
(Speciality: Piano)  #54& (0% M= (Piano) ¢ % forwanrd decocling

Positon
Detector | argmax Pr(ri | r, <k, v>) = 4
% JE% WK RS | gmax Prin | r, <k, v2)
i=1 2 3 4

I’'m good at violin so much!

*Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu. Assigning personality/identity PN

to a chatting machine for coherent conversation generation. IJCAI-ECAI 2018. |/ﬂ(]ﬁ||:|




Results

Post-level evaluation

Tsinghua University

Generated sample responses that exhibit session-level

consistency

Chinese

English(Translated)

UARXT A 4 SRS
SHTHEEK

U RERE W 2 407

S: A Ek

U BB AR SLEB AT 7R
S:FHEM LB

U:What are you interested in?
S:Playing basketball.
U:What’s your hobby?
S:Basketball.

U:Tell me your interest.

S:I like to play basketball.

Method Nat. Logic Cor.
Seq2Seq 71.8% | 56.0% | 23.8%
Seq2Seq +PV | 72.0% | 56.0% | 41.3%
Seq2Seq +PVD | 73.3% | 52.5% | 38.0%
Our Model -PD | 82.7% | 51.7% | 38.3%
Our Model 83.3% | 59.5% | 45.8%

Session-level evaluation

Method Consistency | Variety

Seq2Seq 1.3% 1.0%

Seq2Seq +PV 47.0% 1.3%

Seq2Seq +PVD 40.0% 7.5%
Our Model -PD 38.8% 16.0%
Our Model 49.5 % 27.8%

UARIBIEUEAR LS W
SSHEH=%T
UARSFEFHIST A
S: Tl iz E| e

U /R 2 KM
S:3% T

U:You haven’t told me your age.
S:I’m three years old.

U:Are you 15 years old or not?
S:I’m not yet.

U:How old are you?

S:Three years old.

*Qiao Qian, Minlie Huang, Haizhou Zhao, Jingfang Xu, Xiaoyan Zhu. Assigning personality/identity s\

to a chatting machine for coherent conversation generation. IJCAI-ECAI 2018.

41
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Semantics:

Better Understanding and Generation
with
Commonsense Knowledge
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Commonsense Knowledge

@ Commonsense knowledge consists of facts about the everyday

world, that all humans are expected to know. (Wikipedia)

¢ Lemons are sour
¢ Tree has leafs
¢ Dog has four legs

® Commonsense Reasoning ~ Winograd Schema Challenge:

. The trophy would not fit in the brown suitcase because it was
too big. What was too big?

- The trophy would not fit in the brown suitcase because it was
too small. What was too small?

- _/

: il




Commonsense Knowledge in Chatbots

respiratory

lung disease .
g disease

Prevented by » air pollution

Caused by
avoiding triggers
Caused by

chest tightness

. imil




Commonsense Knowledge in Chatbots

lung disease respiratory disease
N /
IsA
asthma » air pollution
Caused by

Preventetz_b/

- . Caused_by
avoiding triggers

chest tightness

“ imil




Commonsense Knowledge in Chatbots

Post: I have an asthma since three years old.

Triples in knowledge graph:
(lung disease, IsA, asthma )
(asthma, Prevented_ by, avoiding triggers)

: respirator
lung disease . P Y
disease

IsA
IsA

Prevented_by d Sth Ma Caused by » air pollution
\usedby

avoiding triggers

From ConceptNet

AN
chest tightness oD
46 [] "




Commonsense Knowledge in Chatbots

Post: I have an asthma since three years old.

Triples in knowledge graph:
(lung disease, IsA, asthma )
(asthma, Prevented_ by, avoiding triggers)
Response: I am sorry to hear that. Maybe avoiding
triggers can prevent asthma attacks.

: respirator
lung disease . P Y
disease

IsA
IsA

Prevented_by d Sth Ma Caused by » air pollution
\usedby

avoiding triggers
From ConceptNet

£
oLA"N\o
47 chest tightness HMH\




Commonsense Knowledge in Chatbots

Post: I have an asthma since three years old.

Triples in knowledge graph:
(lung disease, IsA, asthma )
(asthma, Prevented_ by, avoiding triggers)

Response: I am sorry to hear that. Maybe avoiding
triggers can prevent asthma attacks.

respiratory

lung disease )
g disease

.®
.t
.
.
.
Py
s
.
.t
.t
.
.
.
.
.

.

__________ Prevented_by aSth Ma = » air pollution
................ s Caused_by

Caused_by From ConceptNet

N\
oo
chest tightness H“"[]"l]”l_l\

.
---
ess®
es®
.
.
.
.
---
es®
.
.
.
.
---
.
. .
-----




Commonsense Knowledge in Chatbots

L

cfc?\o_’

A
o

49

Output: It is good for you to avoid triggers.

I

Knowledge
AGrap-h —> Aware
ttention Decoder
Knowledge
E (;ra::. —) Aware
mbedding Encoder

[

-

lung respiratory
H disease disease H
E IsA E
H IsA H

: asthma mtion B
: Prevented_by Caused_by pollution |
avoiding
. triggers

Caused_by

chest
tightness

e +

Input: | have asthma since three years old.

£
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Commonsense Knowledge in Chatbots

Static graph attention: encoding semantics in graph,
Feeding knowledge-enhanced info. into the encoder

A ht-1 > ht > ht+1 >

. Knowledge , . Knowledge : . Knowledge ,
Graph ' Graph ' + Graph

. BS . | Knowledge L QP . | Knowledge |. L QP . | Knowledge
O/C\ Interpreter I O/O\ ' Interpreter |. o"q‘ Interpreter

sho 7 wlo ol

........ rays sunlight

© Key Entity O—0O Not_A_Fact Triple Word Vector
O Neighboring Entity Retrieved Graph

50
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Commonsense Knowledge in Chatbots

Dynamic graph attention: first attend a graph, then to a triple
within that graph, finally generate with the words in a graph

: Knowledge :

: Knowledge :

: Graph lack : Graph ' of éKng\:valgﬁgeg o
apl b el e el |
, C{% . |Knowledge | . d’o\‘ . |Knowledge | . O/o\ . |Knowledge
I 90 —> Aware ; 90 —» Aware Z 90 —> GAware
EO <O Generator O <O Generator O : enerator
:d’oi :c{ol :d':c;Z \
\ o2 . 0= . . 00 ;
s, - s - S, -
(@@O® OO0 (000000 (@@O® OO0
a lack of
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Commonsense Knowledge in Chatbots

Automatic evaluation

Model

Overall

High Freq.

Medium Freq.

Low Freq.

OOV

PpPX.

ent.

PPX.

ent.

PPX.

ent.

PpPX.

ent.

PpPX.

ent.

Seq2Seq
MemNet
CopyNet

47.02
46.85
40.27

0.717
0.761
0.96

42.41
41.93
36.26

0.713
0.764
0.91

47.25
47.32
40.99

0.740
0.788
0.97

48.61
48.86
42.09

0.721
0.760
0.96

49.96
49.52
42.24

0.669
0.706
0.96

CCM

39.18

1.180

35.36

1.156

39.64

1.191

40.67

1.196

40.87

1.162

Manual evaluation

(Sign-test, p-value<0.005)

Model

Overall

High Freq.

Medium Freq.

Low Freq.

010)%

app.

inf.

app. inf.

app.

inf.

app.

inf.

app.

inf

CCM vs. Seq2Seq
CCM vs. MemNet
CCM vs. CopyNet

0.616
0.602
0.600

0.662
0.647
0.640

0.605
0.593
0.606

0.656
0.656
0.669

0.549
0.566
0.586

0.624
0.640
0.619

0.636
0.622
0.610

0.650
0.635
0.633

0.673
0.626
0.596

0.716
0.657
0.640

Commonsense Knowledge Aware Conversation Generation with Graph
Attention. IJCAI-ECAI 2018, Stockholm, Sweden.

52

£

imil




Generation Examples 1

/Post: He proposed March 5th. We will be married October 10th.\
So 7 months
Knowledge: (engaged, RelatedTo, married), (wedding, RelatedTo,
married), (miss, DistinctFrom, married), (March, RelatedTo,

\months) Y,

® Seq2Seq: I'm not sure how to answer that. I'm not sure how to make a
date.

® MemNet: I'm assuming he's married to a gay marriage?

@ CopyNet: I'm sorry, I'm not sure what you mean by that.

® [CCM: I'm pretty sure he's going to be engaged in the next 6 months. ]
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Summary

® Semantics, consistency, interactiveness

@ Emotion, behaviors, personality, and
knowledge

@ Still a long way to go: existing conversational systems

are still far from human-like

£
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Thanks for Your Attention

® http://coai.cs.tsinghua.edu.cn/ds/ SHERZFHAEES
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